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Abstract: The main goal of this paper is introduced a new efficient Monte Carlo algorithm for simulating number of
particlesin nth generation of a Branching Process with Delay at Reproduction Periods.
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I ntroduction

The theory of branching processes is an area of mathematics that describes situations in which an entity
exigts for atime and then may be replaced by one, two, or more entities of asimilar or different type. It isa
well-devel oped and active area of research with theoretical interests and practical applications.

The theory of branching processes has made important contributions to biology and medicine since
Francis Galton considered the extinction of names among the British peerage in the nineteenth century. More
recently, branching processes have been successfully used to illuminate problems in the areas of molecular
biology, cell biology, developmenta biology, immunology, evolution, ecology, medicine, and others. For the
experimentalist and clinician, branching processes have helped in the understanding of observations that
seem counterintuitive, have helped develop new experiments and clinical protocols, and have provided
predictions which have been tested in rea-life situations. For the mathematician, the challenge of
understanding new biological and clinical observations has motivated the development of new mathematics
in the field of branching processes.

The branching processis asystem of particles (individuals, cells, molecules, etc.) which live for arandom
time and, at some point during lifetime or at the moment of death, produce a random number of progeny.
The Bellman—Harris branching process is described asfollows [6].

A single ancestor particleisbornat t =0. It livesfor timet , which is arandom variable with cumulative
distribution function G (7). At the moment of death, the particle produces a random number of progeny
according to a probability distribution with pgf f (s). Each of the first-generation progeny behaves,
independently of each other and the ancestor, as the ancestor particle did [i.e., it lives for a random time
distributed according to G (z) and produces a random number of progeny according tof (s)]. If we denote
the particle count at timet by Z (t), we obtain a stochastic process{Z (t ), t >0} . This so-called age-

dependent process is generally non-Markovian, but two of its special cases are Markovian: the Gaton—
Watson process and the age-dependent branching process with exponential lifetimes.

On the lines of this research, we suppose that any particle in the branching process lives for one or more
unit of time, and at the moment of death it produces a random number of progeny according to a prescribed
probability distribution. In other word, lifetime of particlesis discrete random variable. In fact, this new type
of branching process has delay at reproduction in the moment of death. For this property, we cal it as
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Branching Process with Delay at Reproduction Period (BPDRP). Studying overcome gene is the application
of this class of branching process. Figure 1 illustrates this process, where the second particle from second
period, has 2 delaying periods at reproduction.

Zp=1
/"\ o

Figure 1: An example of Branching Process with Delay at Reproduction Period (BPDRP).

Modeling of BPDRP
Suppose that the discrete random variable X denotes the number of progeny of a particle and its lifetime be a
nonnegative discrete random variable and we denote it by M . So, the probability mass function for BPDRP
isgiven by

fyyX,m=PX =x,M =m),x=0,1 2 ..,m=1 2 .. (@)
Example 1: If particlein a BPDRP has the following probability function

1/8 m=12; x=0123
0 Otherwise

fX,M (X’m):{

then any particle can reproduce at most 3 progeny independently from other particle, and it may have one
delay on reproduction. In this example, random variables X and M are considered independent.

Example 2: Suppose that reproduction in a BPDRP has the following probability mass function.

X

M ‘ 0 1 2
1 0.1 0.15 0.2
2 0.05 0.15 0.1
3 0 0.05 0.2

In this example, random variables X and M are dependent. The correlation coefficient between two
random variables X and M is-0.47.
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Since to generate nth period, (n— 1) th, (n— 2) th, ..., 1th and zero periods have to participate, so we suppose

that the nonnegative integer-valued random variables X I(T), i, ] ={1 2, ...} have the probability mass

function (1) and show the number of generated offspring by jth particle, where parent particleisin (n — i) th
period and generates its offspring in nth period. In fact, the parent particle delays its reproduction for i
period.

If weset Z  asthe number of particlesin nth generation, then we have

m X,
=22x<ﬂ> @
i,
For example, infigure 1, we have

4 4 4 4 y) ) ) 4 4 4 ) 4 4 4
Z4:X1(1)+x1(2)+x1(3)+X1(4)+(X2(1)+x2(2)+xz(3) +X2(4)+X ( ))‘*‘(Xél) +X3(2) +Xe§3))+xil) +x€§1)

=(0+0+1+2)+(3+0+0+0+0)+(0+2+0)+0+0=8

4. Properties of BPDRP

We denote E (X (”)) by u;j ,i.e, mean of particlesin ith generation.

Theorem 1. If {Z }

n=0

beaBPDRP andE (X ;) = 4 , then

E(Zn):i:uiE(Zn—i) (3)

Proof: First, we calculate

E(Zn |Zn—1:an—1'Zn—2 =an_2,...,ZI=a1,ZO :ao)
=EX P +X P ++X D)

FEXED 4+ XD 4 X (“) )

FEX D +X G+ 4+ X D)

=8, ,E (X)) +a, E(X )+ +8E (X ) =8, 1 +8, ph, + - +agk,

Using conditional expectation, we have

E(Z,)=E(EZ,|Z,,,-Z,)=EWZ, ,++uZ,)=wEZ, )+ +u,E(Z,)
For obtain more properties of BPDRP, see[2].

Monte Carlo Simulation
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In this section, we introduce a Monte Carlo simulation for estimation of Z .

Monte Carlo Algorithm

Getn , for estimation of Z | .

Get thef, |, (x,m)=P(X =x,M =m).

Seti =0andZ,=1.

Setj =1.

Generatethe X andm accordingto f, ,, (x,m).
SetZ, 2 tX.

Setj « j+1.1f j <Z, gotostep>5.
Seti «<—i +1.1f i <n gotostep 4.
Asthe end of algorithm, show thevalueof Z .

©®o N o gk wDdDPRE

Example 3: We apply the above Monte Carlo algorithm for probability mass function illustrated in Example
2. Thesimulationfor Z,=1 and n =10 is

n | 0 1 2 3 4 5 6 7 8 9 10
Z. ‘ 1 2 1 2 4 1 2 4 6 6 5
Example 4: Suppose that probability mass function in a BPDRP be equal to
1
fyu(X,my=—mx, m=123 x=123.
‘ 36
So, the Monte Carlo simulation for Z, =1 and n =10is
n | 0 1 2 3 4 5 6 7 8 9 10
Z. ‘ 1 0 3 0 5 6 4 16 16 23 29
Conclusion

The presented Monte Carlo algorithm can simulate a path of BPDRP, efficiently.
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